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NVMe-oF Basics: Components
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NVMe-oF Basics: Components
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NVMe-oF Basics: Stack Comparison
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NVMe-oF Basics: Read
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NVMe-oF in DB Design?
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Evaluation Methodology
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OLTP: 4K Random Read Latency
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OLTP: 4K Random Read Latency
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OLAP: Sequential Read Throughput
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OLAP: Sequential Read Throughput

—>— SPDK  —=— Kernel io uring —a— Kernel libaio

| SSD SEQ READ SPEC _ _ _ _ _ _ _ _ _ _ _ _ _ _1
‘N 121 NICMAXBW _
N~
o
9' 10—
5 8
O
C 6
=
o
< 5 OLAP on Compute Node:
» Kernel: comparable perf. to SPDK
0 ] ]

4 8 16 32 64 128 256 512 1024
/O Size Log Scale [KB]



- NVMe-oF enables storage disaggregation
- Stack trade-off in NVMe-oF

- OLTP:

» SPDK: |/0 efficiency v

» Kernel io_uring: general-purpose v
- OLAP: Kernel io_uring
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Thanks for your attention
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